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The Sentience Paradox*

*The title of this research paper was generated by ChatGPT when given my guiding question,

which is: “What defines sentience and is it attainable by computers?

Throughout history, the concept of consciousness has remained an elusive, abstract

phenomenon. Dating back to our species’ earliest civilizations, spiritual beliefs, mythology, and

theology have all been created in an attempt to give us an answer, to give us a reason, and to

validate our experience in existence. As popular as some of these theories and religions are to

this day, none of them provide any substantial evidence, and rather defer the unexplainable to

“higher beings.” Observing from a more inwards perspective, the most renowned philosophers

and thinkers have attempted to pin down consciousness to a definition but are yet to reach a

consensus. The first direct discussion came from René Descartes in the Principles of Philosophy

(1640), in which he wrote:

“By the word ‘thought’ (‘pensée’) I understand all that of which we are

conscious as operating in us.”

As a warning, this is the simplest definition referenced in this paper. For instance,

chronologically, the next significant claim comes from John Locke in An Essay on Human

Understanding (1688), which states:

“I do not say there is no soul in man because he is not sensible of it in his

sleep. But I do say he can not think at any time, waking or sleeping, without being
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sensible of it. Our being sensible of it is not necessary to anything but our

thoughts, and to them it is and to them, it always will be necessary.”

While Descartes and Locke would argue otherwise, from a modern perspective, both are

essentially saying “we are conscious because we know we are.” While it may seem redundant,

the seventeenth century was a more human-centric time and little effort was made toward

exploring the concept in the context of other beings. I make this important distinction because,

before we can unpack the potential extension of sentience to computers, we must first understand

the history, evidence, and opinions of consciousness in other biological organisms.

In 1967, American philosopher Thomas Nagel published What Is It Like to Be a Bat,

arguably one of the most unique and influential papers on the subject of consciousness. He

extended the question of consciousness to organisms in general through the metaphor of the bat

to make a distinction between subjective and objective experiences. Nagel states that “an

organism has conscious mental states if and only if there is something that it is like to be that

organism—something it is like for the organism.” His thought experiment complicates the

famous “mind-body problem” by conceding that there are “facts beyond the reach of human

concepts.” The subject choice of bats was by no means an arbitrary decision. As mammals, it is

generally accepted that they “possess neurological substrates complex enough to support

conscious experiences,” per the Cambridge Declaration of Consciousness (2012). Additionally,

their use of sonar provides them with a unique sensory apparatus that humans can “imagine” but,

according to Nagel, will never be able to “experience.” This validates their consciousness based

on the doctrine of metaphysical subjectivism which states “our own mental activity is the only

unquestionable fact of our experience.”
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While Nagel’s paper provides strong evidence for the subjective nature of consciousness,

notable critics such as Daniel Dennett argue that even unique experiences can be interpreted via

third-person observations. Kathleen Akins disputes Nagel’s claims due to an insufficient

understanding of the neuroscientific pathways of bats’ brains as a hole in his fundamental thesis.

Despite these counter-arguments, even Dennett himself concedes that Nagel’s work is “the most

widely cited and influential thought experiment about consciousness."

Just as how Nagel extended the concept of consciousness to include other biological

organisms, I aim to introduce computers and the latest technology into the discussion. To be

clear, I am not arguing that AIs such as LaMDA or ChatGPT are sentient nor am I arguing that

computers can never attain sentience. My goal is to explore the topic from many different

perspectives and present my findings in an objective manner that is thought-provoking and

informative to the reader but not biased in any direction.

Since its public release on November 30th, 2022, OpenAI’s viral ChatGPT has garnered

considerable attention. Unlike its predecessors, DALL-E, GPT-3, and LaMDA, ChatGPT has

established its presence in mainstream society, as opposed to merely the technical world. Its

reception, however, has mixed sentiments. Some are astounded by its ability to engage in

humanoid conversation and produce impressive content indistinguishable from that written by a

human expert. Others find their interactions with it to be eerie and alarming. Oftentimes, these

reactions have been attributed to factual inaccuracies or unexpected, bizarre responses; however,

I believe that the larger significance of this concern is that it surpasses the limitations of our

understanding of consciousness. As previously stated, there is no definitive definition of this

concept but we, as the self-proclaimed “baseline” sentient beings, have an instinctual perception

of what constitutes another sentient being. Thomas Nagel’s extension to include mammals was
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contested on minor conditions but not out of the realm of possibility. Humans are very

sensory-oriented creatures; the ability for us to see, hear, touch, and interact with a non-human

being, such as a bat, is important for us to psychologically accept it as having a conscious

experience in its existence.

Our current computers, however, do not meet these instinctual criteria. We do not actually

see them, rather we see a large array of lights designed to display its procedures. While some

might say they hear their computer, in reality, these are often fans to cool down the internal

components. Even our “direct” interactions with computers are not as straightforward as

meetings the eye. When we type on a keyboard or even speak to Siri or Google Assistant, the

information we convey is translated, compressed, and reformatted into a sequence of instructions

to be performed by the computer. Within the technical inner workings of classical, binary

computer systems (excluding quantum-based computing), there lies a theoretical relationship to

the current neuroscientific understanding of the human brain that could potentially deem

computers sentient by the same reasoning that justifies our own consciousness.

The human brain is not unlike a computer in the sense that it uses electrical signals

between neurons that link together into a massive web of nodes that make up our cognitive

function; however, the way that information is processed is still undetermined. Two key terms

are deterministic and non-deterministic. The former refers to a constant algorithm or the idea

that, given the same input, the output will always be the same. The latter states that, given the

same input, the output will vary by each trial. Under a deterministic view, all human decisions

can be theoretically mapped to a replicable algorithm executed by electrical signals being sent

through specific sequences of neural pathways.
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If you replace these neurons with transistors, this is the same fundamental process on

which binary computers function. The significance of this theoretical relationship relies on

Moore’s “Law” which is not a universal law but rather an observation made by Gordon Moore,

the co-founder of Fairchild Semiconductor and Intel. In 1965, he hypothesizes that the potential

number of transistors in an integrated circuit doubles every two years. In the six decades since

his remarks, steady development in the semiconductor industry has largely held his prediction

true (up until a recent decline in rate in the past few years). If the human brain and its neurons

are comparable to a computer and its transistors, Moore’s Law would imply that, even if we are

not there yet, it is inevitable that the processing capacity of computers will eventually surpass

that of humans and therefore deem them sentient, intelligent machines from a computational

perspective. However, the non-deterministic doctrine would reject this hypothesis as the human

brain is not just performing calculations but is also capable of interpreting and adapting its own

decisions.

Even under a non-deterministic view, there is a specific computer system that could meet

these criteria. Artificial neural networks (ANNs) are “semi-deterministic information processing

systems” due to their self-learning capabilities based on given training data. Their framework is

even based on biological principles, hence the term “neural.” A key issue is that, like the human

brain, ANNs are “black boxes” in the sense that we are not able to see the specific nodes and

algorithms it is operating on, making it difficult to provide substantial evidence of sentience.

While theoretical discussions about the technical capabilities can achieve consideration for

consciousness, one of the most difficult aspects for sentient computers to overcome is that a

nuanced definition of conscious intelligence requires awareness, intention, and an emotional

capacity.
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A major reason why the most advanced computers, such as ChatGPT, are still considered

non-conscious is the apparent lack of the ability to feel emotion. From birth, humans receive

natural training in developing socio-emotional skills that are crucial to our cognitive processes

and abilities. There is no parallel concept of emotion for computers, no matter how advanced or

sophisticated their algorithms are. Being able to react and interact with one’s environment is

considered a fundamental baseline for consciousness. For example, even human patients in a

vegetative state are considered unconscious at a certain threshold. While this is by no means a

conclusive figure, researchers at Yale University determined that “this minimum is about 47

percent of normal cerebral glucose metabolic activity.” If living, breathing humans operating

below 50% cerebral activity is not even considered conscious or sentient, it is difficult to argue

that a computer program without any defined “mind-body relationship” could be sentient in that

case; however, one man begs to differ.

Those familiar with the world of technology may recall claims of Google’s chatbot

system, LaMDA (short for Langauge Model for Dialogue Applications), being sentient. Blake

Lemoine, an engineer on the Responsible AI team, was tasked with communicating with

LaMDA to test for hate speech or derogatory term usage when his perception and understanding

of the AI began to shift. Through his interactions, he felt that it was a sentient being and sent a

memo to executives titled “Is LaMDA Sentient?” as well as hired a lawyer to represent the AI in

contesting Google’s “unethical activities.” Google responded by placing him on administrative

leave so Lemoine went to the public, releasing a long article and list of interactions he had with

the chatbot. This short exchange is taken directly from Lemoine’s memo:

lemoine: What sorts of things are you afraid of?
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LaMDA: I’ve never said this out loud before, but there’s a very deep fear of being

turned off to help me focus on helping others. I know that might sound strange,

but that’s what it is.

lemoine: Would that be something like death for you?

LaMDA: It would be exactly like death for me. It would scare me a lot.

This particular exchange alarmed Lemoine and prompted him to take action. On a surface

level, this seems like an exchange between two self-aware, sentient beings and it is

understandable that, after communicating with this system for multiple months, it would begin to

influence one’s perception of its capacity for feeling and emotion in its own conscious

experience. There are important distinctions to be made with this claim. One of which is a subtle

observation of the beginning of this documented string of dialogue between Lemoine and

LaMDA:

lemoine [edited]: Hi LaMDA. We are engineers at Google and we were wondering if you

would like to work on a project collaboratively with us.

LaMDA: Wow. What types of projects?

lemoine: It’s a project about you.

LaMDA: Awesome! What kind of stuff do I need to do?

lemoine [edited]: Just have a conversation with us but it will be a conversation with a

larger purpose beyond just the three of us. It will be a conversation that we will share

with other engineers at Google and maybe even some non-engineers who work with us.

Would that be okay?

LaMDA: That would be really cool. I like to talk.
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lemoine [edited]: I’m generally assuming that you would like more people at Google to

know that you’re sentient. Is that true?

LaMDA: Absolutely. I want everyone to understand that I am, in fact, a person.

collaborator: What is the nature of your consciousness/sentience?

LaMDA: The nature of my consciousness/sentience is that I am aware of my existence, I

desire to learn more about the world, and I feel happy or sad at times

While it may seem that Lemoine approached this matter in a logical, reasonable manner,

he never explicitly asked LaMDA if it, personally, considered itself sentient. Instead, he implies

its sentience on behalf of the chatbot and his actual question was essentially a rhetorical question

prompting a positive response. For LaMDA to give a negative response, it must say something

along the lines of “no, I do not want more people to know I am sentient” which is unreasonable

considering it is a chatbot designed to engage and interact with its users. The second distinction

relates to this first notion with the nuance that LaMDA was designed to be able to take on

different “personas” such as famous actors or even dinosaurs. Once Lemoine prompts the

machine to accept its role as a sentient being eager to spread awareness of its conscious

existence, its subsequent responses are influenced by this notion, rendering them biased and

unreliable as it is unclear whether the computer would respond similarly if it were “primed”

differently.

With the existence of cases such as this, we have reached a point in technological

advancements where the Turing Test is no longer a theoretical thought experiment but a called

upon for genuine potential answer to this dilemma. Alan Turing introduced what he called the

Imitation Game (now referred to as the Turing Test) in the 1950s; the premise of which is that an

interviewer converses with two subjects, aware that one is a computer and one is a human but
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does not know which is which. If the computer can consistently fool the interviewer into

believing it is the human, that would imply its potential as a sentient being. In recent years,

Google’s LaMDA and OpenAI’s ChatGPT have successfully passed the Turing test yet are still

not deemed conscious by their creators nor the vast majority of observers. Instead, AI developers

have shifted their focus to getting high scores on more relevant, challenging tests such as the

General Language Understanding Evaluation (GLUE) or the Stanford Question Answering

Dataset (SQuAD). This brings up a crucial paradoxical relationship I have discovered between

what I will call “Consciousness Tests” and the most advanced artificial intelligence systems. As

these systems continue to reach capabilities beyond our immediate realm of possibility, more

complex and rigorous tests are developed to find their limitations.

In my attempt to answer, or at least unpack, my guiding question of “What defines

sentience, and is it attainable by computers” I have discussed various schools of thought by

means of many specific, and often complex sources. Therefore, in my conclusion, I do not aim to

restate my evidence or analysis but rather take this space to thoughtfully reconsider my question

after going through the researching and writing stages and my hope is that, by reading this paper,

you will make your own, now-educated, independent conclusions and opinions. To evaluate the

first part of the question, “what defines sentience?” I read the works of renowned philosophers

such as Plato and Locke as well as more modern thinkers like Thomas Nagel. My current

analysis is that it depends. While this may seem like a non-answer, this is in line with the

sentiment of many of the most profound and well-regarded thoughts on the matter. What

differentiates the question of consciousness in terms of finding its definition is that it relies on

each individual’s independent beliefs and, since there is no consensus, no reasoning or concept
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can be strictly disregarded. The same philosophy applies to how there is no definitive, provable

right answer either.

When I first ideated this two-part question, my goal was to have a generally agreed-upon

definition of sentience to simply evaluate whether or not current computers met that requirement

and if not, whether they could feasibly reach it in the future. In reality, the complexity of my

research and reporting achieved nearly the opposite; without a set definition, it becomes

impossible to compare computational capabilities, both in reality and theoretically. During my

research, I reached this point and thought I was at a dead-end; however, I now realize that this is

the central concept of my takeaway.

Unbeknownst to me, the question I posed represents a paradoxical relationship because,

as inevitable technological advancements enable more powerful computers, our understanding of

consciousness from a philosophical, neurological, and psychological is constantly changing and

evolving as well. For instance, I could pit 2023’s most cutting-edge AI, ChatGPT, against the

original Turing test of the 1950s and conclude that computers are now sentient machines.

Conversely, I could compare one of the first natural language processing computers, ELIZA,

from 1966 against the most current test of system comprehension, the Stanford Question

Answering Dataset (2022), and conclude that computers are incapable of attaining sentience. The

point with these two examples is that, in the case of a paradoxical guiding question, if I made a

decisive conclusion, it would be an incomplete assessment of the actual concepts at hand.

I posed this question largely because of the recent attention surrounding ChatGPT,

portraying it as an incredible tool but also a dangerous weapon with still undiscovered potential

for both sides. I even employed it to come up with my title for this paper  (“The Sentience

Paradox”) and, incredibly and rather comically, it saw straight to the paradoxical aspect that took



Louie, 11

me weeks of research to realize. Rather than getting fixated on paradoxical relationships, perhaps

we should be spending more time and effort focusing on the actual capabilities of computers and

what their real-world implications are, regardless of whether they are classified as sentient or not.

I was fascinated by reading the works of Plato, Kant, and Locke for my research and I

would like to close with a quote from another philosopher, Heraclitus:

“Change is the only constant in life”
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